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Extended summary1

The purpose of our paper is to gain an understanding of the nature of Generative AI 
(GAI) effects on lifelong learning (LLL) in terms of its advantages and shortcomings since the 
proliferation of AI technologies over the last half a decade. Our aim is to also highlight major 
concepts and characteristics in the realm of AI/GAI and LLL, as well as bring to light conceptu-
al/theoretical tensions or debates in the context of these rapidly emerging technologies, whose 
pace often exceeds our understanding of its effects or functioning. The significance of this pa-
per is that it draws attention to what the extent of GAI use means for learner knowledge, skill, 
and psychological regulation development amidst AI automation and augmentation. The pa-
per also acts as a precursor to future more focused studies that could probe more deeply into 
the results of this review and incorporate socially-, developmentally-, and technically-oriented 
theoretical frameworks when investigating (G)AI and LLL. We use a scoping review method 
(Arskey & O’Malley, 2005; Munn et al., 2018; Tricco et al., 2016) for searching relevant data-
bases, such as Academic Search Premier, ProQuest Central, Eric (EBSCO), Emerald Insight, 
and keywords of the type of “lifelong learning,” “artificial intelligence,” “generative AI,” “Chat-
GPT,” and other crucial ones from the guiding questions. We centered on more recent publica-
tions, over the last decade, and especially its latter part, anchored in higher education and or-
ganizations. We were also interested more broadly in the kinds of GAI and LLL linkages and 
concepts covered in the selected studies rather than engaging strictly critically. We employed 
thematic analysis (Merriam, 2009) across emerging GAI-LLL patterns from our review. Our 
findings are organized by three themes: 1) digitalization and technologication of lifelong learn-
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ing; 2) self-directed learning, GAI and ChatGPT, and global contexts; and 3) human develop-
ment and capability approach to lifelong learning. We found that balancing overreliance on AI/
GAI and critical thinking and deeper learning was important. The review signaled (dis)con-
tinuity of the learning process from simpler to complex tasks that may often occur with auto-
mation and particularly take away from valuable informal learning opportunities among en-
try- and higher-level learners. Altogether, the role of LLL has been heightened by the emphasis 
on AI integration at work and in education, which will especially require self-regulation and 
self-efficacy of learners. Still, there are lingering questions in the AI debate realm. Besides the 
question of whether AI/GAI is revolutionary or like any other technology with a novelty ef-
fect, there is a question of digital gaps across the world, accounting for social and educational 
conditions in which people live. Therefore, thinking of educational (and organizational) inter-
ventions beyond technostructural will be essential. We uniquely add to discussions of global 
perspectives in the realm of AI and lifelong learning and instigate probing into deeper human 
ontological processes behind learning. Integrating indigenous perspectives and human devel-
opment approaches would be an important area for extended theoretical and conceptual di-
rections and refinements. For example, the capability approach (CA) supported by Poquet and 
de Laat (2021) and the AI capability, context of use (automation, augmentation), human work-
force, and organization framework by Chowdhury et al. (2023, Fig. 2) seem like good candi-
dates. Probing into short- and long-term learning gains (e.g., learner confidence and learning 
transfer) using AI-augmentation (e.g., from classroom to applied contexts, or from organiza-
tional interventions) would be additionally beneficial, while still balancing principles of teach-
ing and learning and ethical responsibilities in AI use.
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